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Problem Statement

Current Situation:

e ResearchonLLM-generated visualizations prioritize accuracy over aesthetics.
e Lackof emphasison essential design elements.

Challenges:

e Missing elements like proper positioning, axes, and color schemes.
e Impactonoverall aestheticappeal and user engagement.

Critical Gap:

e Currentvisualizations may not meet user expectations for design and appeal.

Research Objective:

e Empower users to confidently utilize GPT-backed tools for end-to-end visualization

generation.
e Promote wider adoption and utilization across various domains.



Previous Work



NL4DV - Natural Language Toolkit for Data Visualization

e Python package
e Input: Table + Natural
Language Query

Titanic

Release

Genre Creative Type

Year Rating
1997 Thriller
The Dark Knight 2008

Budget
Historical Fiction PG-13 200M
PG-13 185M

Action Super Hero

Content Production Worldwide

IMDB  Rotten Tomatoes Running

Gross Rating Rating Time
1.84G 74 82 194
1.02G 89 93 152

Create a histogram showing distribution of
IMDB ratings

Attribute(s) IMDB Rating
Task(s) Distribution

Visualization(s) EGISGHe

e Output: analytic
specification
e Modeled as: JSON
object
o Containing - data
attributes,
analytic tasks,
and alist of
Vega-Lite
specifications

Show average gross across genres for science
fiction and fantasy movies

Worldwide Gross, Genre,
Creative Type

- Derived Value (Attribute = Worldwide
Gross; Operation = AVG)

- Filter (Attribute = Creative Type; Values
= Science Fiction, Fantasy;)

Task(s)

Visualization(s) | Bar Chart

Visualize rating and budget

A IMDB Rating, Content Rating, Rotten Tomatoes
Attribute(s) Rating, Production Budget
Task(s) - Correlation (Attributes = [IMDB Rating, Production
Budget], [Rotten Tomatoes Rating, Production Budget])
- Derived Value (Attributes = Production Budget;
Operation = AVG)

Visualization(s) | Scatterplot, Bar Chart

relevant input
query.
e Aidsdevelopersto
create new
visualization NLIs

Arpit Narechania*, Arjun Srinivasan*, and John Stasko



https://ieeexplore.ieee.org/document/9222342
https://ieeexplore.ieee.org/document/9222342

NL4DV: Facilitating Conversational Interaction in Natural
Language Interfaces for Visualization

..astep forward in the realm of Natural Language Interfaces
(NLIs) for data visualization.

e Currentfocusonsingleton queries

e Emphasizing theimportance of multi-turn dialogues
e Addresses challenges of ambiguity and context

e Augmentsoutput JSON with conversational information



https://sites.cc.gatech.edu/~anarechania3/docs/publications/nl4dv_vis_2022.pdf
https://sites.cc.gatech.edu/~anarechania3/docs/publications/nl4dv_vis_2022.pdf

Chat2VIS: Chat2VIS
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https://arxiv.org/pdf/2302.02094v1.pdf
https://arxiv.org/pdf/2302.02094v1.pdf

Comparison between LLM models and NL4DV

"What is the trend of oil production since 2004?"
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Chat2VIS NL4DV
e GPT-3,ChatGPT: Correctly show data from 2004 - in a single plot line (most suitable for this

query)
e Codex: Misses detail, depicts data from 2000

e NL4DV:Incorrect visualization, semantic parsing limits which lacks flexibility

2023, Chat2VIS: Generating Data Visualisations via Natural Language using
ChatGPT, Codex and GPT-3 Large Language Models, Paula Maddigan et al.


https://arxiv.org/pdf/2302.02094v1.pdf
https://arxiv.org/pdf/2302.02094v1.pdf
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£ Cars.csv Generate code in visualization

L I DA : R A R SR SO ) based on context and goal

developed by ‘ [§) summARiZeR \ ----- >[ () GOAL EXPLORER >[ (5 iz GENERATOR | ---------- > [ < INFOGRAPHER
Microsoftin July

2023 Convert datasets into a rich but Generate a set of potential Generate, evaluate, repair, filter Generate stylized infographics
compact natural language “goals*” given the dataset and execute visualization code based based on visualization
representation (context). context. to yield specifications* . and style prompts.
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. The cars dataset contains . Histogram of Miles per N
technical specifications for gallon 5
-
cars and has 9 fields - Name, * Plot of miles per gallon vs z
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Displacement, Horsepower, « Trends in miles per gallon -
Weight_in_lbs, Acceleration, over time i~
Year, Origin .. ¥ + Average horsepower per "
=
country
R
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% goals may also be directly provided by % specification may be in any % Style prompt: line sketch art, line
the user. Supports multi-lingual input. programming language or grammar. drawing

e Core Modules: SUMMARIZER, GOAL EXPLORER, VISGENERATOR, INFOGRAPHER

e Grammar-agnostic approach, addressing limitations of existing methods

e Goal explorerallows users to explore LLM suggested goals without having to query
themselves, helping with cold start

e Opensource - we built upon the existing capabilities of LIDA to generate enhanced
visualizations

July, 2023, LIDA: A Tool for Automatic Generation of Grammar-Agnostic Visualizations and Infographics using Large Language Models
Victor Dibia



https://aclanthology.org/2023.acl-demo.11.pdf
https://aclanthology.org/people/v/victor-dibia/

Beyond Generating Code: Evaluating GPT on a Data

Visualization Course
This paper evaluates GPT based models in Data Visualization tasks

e Evaluatesdatainterpretation,visualization design, exploration, and insight

communication.
e Methodology: Used OpenAl APIs for Harvard’s CS171 data visualization course

assignments.
Key Findings:

e GPT-4 proficientin visualization assignments, showcasing strengths and

limitations.
e Efficient prompt engineering may address some LLM limitations.

e LLMsstruggle with aesthetic visualizations and positioning defects.



https://arxiv.org/pdf/2306.02914.pdf

Our work holds importance as it focuses on improving
aesthetics and interaction, key elements that directly impact

user experience in both data visualization exploration and
presentation.



Examples from Chat2Vizand LIDA on
Aesthetics Impacting Readability
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Both charts are not readable because of ambiguous aesthetics




Seaborn Chart

What is the distribution of Miles_per_Gallon?

Horsepower vs Acceleration What is the distribution of Miles_per_Gallon?
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Key Limitations in Previous Systems

- LLMs are fairly new and produce non-deterministic responses.
— Lack humaninteraction and feedback loop. Mostly emphasize on building

accurate graphs.

- Existing solutions use Seaborn and Matplotlib primarily generate static
images, limiting the user’s ability to interact with and explore the data
visually

- Focusison generating an image of the viz but not exporting as a SVG to
embed / publish it



Introducing Visualing
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Method

Building upon the existing LIDA architecture with an emphasis on
interactivity and user readability.

Carefully worded context and prompts added a layer to focus on aesthetics

Understanding and fine tuning the model parameters (seed, temperature,
logit_bias) to produce deterministic results

Caching the user parameters



Interface - Demo
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https://docs.google.com/file/d/1d3L0hEpkq_7reDKd-9bKQur3OmagiADV/preview

Evaluation - Case study
Visual comparison of charts generated by LIDA and VisualLing

Model - GPT-3.5-turbo

All charts were created using the same
dataset, same prompt and the same model
temperature



Miles per Gallon

How has car fuel efficiency changed over the years?

How has car fuel efficiency changed over the years?
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What is the relationship between fuel efficiency and car weight? Relationship between fuel efficiency and car weight
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Frequency

Distribution of miles per gallon
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What is the distribution of car origin?

What is the distribution of car origin
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Top 10 Car Models with Highest Horsepower

Top 10 Car Models with the Highest Horsepower
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Findings

Easy to understand and interactive plots
Works best for small datasets (<2MB)

Direct references and simple charting to columns produce great
results

Complex computations and large datasets don’t produce
accurate results and sometimes completely hallucinated
results.



Thisis a hard problem

The approach toimprove visualisation aesthetics goes beyond prompt
engineering. Because -

1)
2)

3)
4)

5)
6)

Different behaviour on different models

Each visualisation library produces different charts and interpretations of the
same prompts

LLM systems are not truly human in the loop. Traditional selections can help
alleviate some of the frustrations

Thereis noinsightinto why a particular model is prioritising a particular
visualization over another. Similarly, why a certain visualisation library is
showing the visualisation differently than another.

Performance issues for large dataset and computation

Errors are ambiguous



To-dos before final report

Implementation of visualization editor on the generated
interactive chart

Comprehensive testing with more complex prompts and by
incorporating different open source models (Llama and
Mistral)



Thanks for listening!



